Catapult Basic Training 2010a
Lab2 – Interface Synthesis and Verifying the Catapult Generated RTL Using SCVerify Automated Verification
This lab shows users how interface synthesis works and how to automatically verify their original C++ design against the Catapult generated RTL using the original C++ test bench. What the SCVerify flow does is prove that the C++ algorithm and RTL are functionally equivalent given the same set of input test vectors.  The test vectors are automatically captured from the C++ test bench and used to drive the RTL inputs.  An automated comparison of the C++ and RTL outputs is then made.  This flow is intended to primarily show that what Catapult has built is correct, but it is also used to understand how the I/O of the Catapult generated block can be interfaced to other blocks. 
The default interfaces for Catapult are wire-type interfaces that have no synchronization signals to control the flow of data.  These types of interfaces are best used for connecting to off-chip registers that are known to be held stable while the Catapult block is running.  Catapult provides two basic interfaces for controlling the flow of data, enable interfaces and wait interfaces.  These are covered in this lab.

Data enable interfaces (No back pressure)
The enable interfaces, mgc_in_wire_en and mgc_out_stdreg_en, provide an enable control signal output port that indicates when the Catapult block is reading or writing data.  

· Go to File > Run Scripts and source setup.tcl.  This will setup the technology clock frequency and turn on the verification flow.

· Click on the Setup Design icon in the Task Bar. You should see that the technology is set to Sample 90nm and the clock frequency is 500 MHz. The top-level design is set to the accumulate function.
[image: image1.emf]


· Click on the Handshake interface and note that Transction Done is enabled.  This is a hardware synchronization signal that should be turned on when using SCVerify.
[image: image2.emf]


· Click on the Flow Manager tab and note that SCVery is enabled.
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· Double-click on the accumulate.cpp file in the Input Files folder.  This simple design adds four values “a, b, c and d” and then writes the result to “dout”.

[image: image4.emf]


· Double-click on the tb.cpp file. This testbench has been modified to work with SCVerify.  It runs the accumulate function 10 times. The “a_wait_ctrl.cycles = 3” line will be explained when we look at wait interfaces next.
[image: image5.emf]


· Click on architectural constraints in the Task Bar
· Compile and execute  the C++ design and C++ test bench verification by double-click on Orignal Design + Testbench
[image: image6.emf]


· Look in the Catapult transcript and you should see the print out from the test bench that shows the accumulate function input and output data.
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· Click on Architectural constraints and expand the Interface folder.

· Select all of the input ports and set the resource type to mgc_in_wire_en. You can shift-click to select multiple ports.
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· Select the output port and set the resource type to mgc_out_stdreg_en.
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· Click on Generate RTL in the task bar.

· Expand the Verifcation > Modelsim directory and run either the VHDL or Verilog RTL simulation by double-clicking on the script to run RTL vs Untimed C++. This will launch the Modelsim GUI.
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· Select the RTL signals in the waveform viewer and set the Waveform viewer radix to unsigned.

[image: image14.emf]


· Click the Run All Icon in the tool bar or type “run –all” in the transcript.
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· Look in the Modelsim transcript and you should see a message saying that the simulation passed.  This means that the C++ and RTL are functionally equivalent.
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· Zoom out in the waveform view. The “_lz” signals are the enable signals that the Catapult block is using in reading or writing data. You can see that the inputs are read every three
 clock cycles and the output is written every three clock cycles.  The “_triosy_lz” signals are hardware signals that are added when Transaction Done is turned on. Look at the “dout” waveform and note that the data matches what was printed in the Catapult transcript when you compiled and executed the C++.
[image: image18.emf]


· Close Modelsim
Handshake interfaces (Back pressure)

We now wait to change the interfaces to a two-way handshake.  This will allow the Catapult block to stall if data is not available.
· Go to Architectural Constraints and set the input interfaces to mgc_in_wire_wait.
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· Generate RTL
· Open the tb.cpp file and note the the “a_wait_ctrl.cycles = 3;” line.  This tells SCVerify to stall the “a” interface each time data is requested.

· Launch SCVerify

· Click the Run All Icon in the tool bar or type “run –all” in the transcript.

· Zoom out in the waveform window.
· You will no see both the “_lz” enable signals for the input interfaces as well as the “_vz” signals.  The “_vz” signals are inputs into the Catapult block that indicated data valid when driven high.  You should see that while “b, c and d” always have data available (“_vz” always high), the “a”  data is stalled for three clock cycles every time it is requested (“a_rsc_vz” low).  
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Memory Interfaces

In addition to mapping variables to handshaking interfaces, Catapult lets you map arrays to memory interfaces.  This can be done on both internal as well as interface arrays.
· Go to File > Run Script and source the memories.tcl file.  
· Click on Setup Design and note that the singleport memory library has been added.
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· Open the mac.cpp and tb.cpp files in the Input Files Folder.  This is the same design used in Lab1.  Note in the test bench that the “a” and “b” arrays are initialized with constants.
[image: image23.emf]


· Go to Architectural constraints.
· Open the interface folder and map the “a” and “b” interfaces to singleport ram. Note that the ram read enable is active low.
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· Click on “a” and click on the mapping tab.  This shows the memory map for the resource.
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· Click on Schedule in the Task Bar and expand the Gantt Chart.  Note that there are two memory reads in parallel.
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· Generate RTL

· Launch SCVerify

· Run the verification and zoom out on the waveform view. Set the radix to unsigned.

· Look at the waveform and you will see that the read address is issued in the clock cycle before the read-data is read.  This is because Catapult uses synchronous RAMs. You should see that the array data in the testbench for “a” and “b” matches the waveform.  The “a” address is “1” and the data read from the “a” memory is “2”.  This should match “a[1]” defined in tb.cpp.
[image: image29.emf]


· Close Modelsim
· Go to Architectural constraints.

· Since this design does not read the “a” or “b” memories every clock cycle it is not necessary to have two separate memories.  The data for “a” and “b” can be combined into a single memory.

· Expand the “a” and “b” resources.  Then drag the “b” variable under the “b” resource onto the “a” resource.
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· Click on the “a” resource and click on the mapping tab to see the memory map.  You will see that “a” and “b” are combined into a single memory map.
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· Schedule the design and open the Gantt chart.  Note that the two memory reads are now sequential.
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· Generate RTL and run SCVerify.  

EXTRA CREDIT
· Go to architectural constraints and change the packing mode for the “a” resource so that “a” and “b” are mapped side-by-side.
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· Look at the memory map
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· Schedule the design and look at the Gantt chart.  Notice that there is now a single memory read since the “a” and “b” data are pack side-by-side.
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· Re-run SCVerify
DONE
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�Simulation shows inputs are read every four clock cycles and output is written every four clock cycles
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