Exercises Bayesian Networks

Exercise 1: Independence Properties of Bayesian
Networks

Consider the following directed independence graph.

(a) Give the factorization of P(Xy,Xs,...,Xy) corresponding to this inde-
pendence graph.

Construct the appropriate moral graphs to check whether the following condi-
tional independencies hold:

(b) 61L 7
() 61.7|3
(d) 6178
(€) 219 {5,7}
(f) 211 9] {3,5}
(g) 518
(h) 5183



Exercise 2: Learning Bayesian Networks

In structure learning of Bayesian networks one often uses a score function to
determine the quality of a network structure, in combination with a hill-climbing
local search strategy. One popular score function is BIC (Bayesian Information
Criterion):
BIC(M) = L(M) — Tdim(M)7

where £(M) denotes the value of the loglikelihood function of model M evalu-
ated at the maximum (also called the loglikelihood score), dim(M) denotes the
number of parameters of model M, and n denotes the number of observations
in the data set.

We want to construct a model on the following data set on 3 binary variables:

X, X. X;
Il1 1 0
211 0 0
301 0 0
401 0 o0
500 0 0
6|l 0 1 1
711 1 1
sl o 1 1
9/ 0 0 1

wlo o 1

The initial model in the search is the mutual independence model (corresponding
to the empty graph).

(a) Give the maximum likelihood estimates for the parameters of the mutual
independence model.

(b) Compute the the loglikelihood score of the mutual independence model.
The loglikelihood score is the value of the loglikehood function evaluated
in the maximum. Use the natural logarithm in your computations.

(¢) Give all neighbours of the current model, assuming a neighbour can be
obtained by either: adding an edge, removing an edge, or reversing an
edge. Which of these neighbour models are equivalent?

(d) Would adding an edge from X; to Xs (or vice versa) improve the BIC
score? Explain.

(e) Consider the neighbour model obtained by adding an edge from X; to X3.
Is this model preferred to the initial model on the basis of the BIC-score?
Explain.



Exercise 3: Learning Bayesian Networks

This exercise is similar to exercise 2; it just gives you more practice.

We are constructing a model on the following data set on 4 binary variables:

X1 X X3 Xy
1)1 1 0 0
211 0 0 1
31 1 0 0 0
41 1 0 0 1
51 0 1 0 1
6] 1 1 1 1
711 1 1 0
81 0 1 1 0
91 0 0 1 0

10| O 0 1 0

Suppose the current model in the search has the following structure:

Give the maximum likelihood estimates of the model parameters.

Compute the loglikelihood score for the given model and data set. Use
the natural logarithm in your computations.

Compute the BIC score of this model on the given data set.

Give all neighbours of the current model, assuming a neighbour can be
obtained by either: adding an edge, removing an edge, or reversing an
edge. Which of these neighbour models are equivalent?

Consider the neighbour model obtained by adding an edge from X; to Xj .
Is this model preferred to the current model? Explain.

Estimate p(x3 = 0 | 1 = 0,22 = 0) using a smoothed estimate with
P°(@; | Tpas)) = P(2;), and imaginary sample size m = 1.



