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Bump Hunting

Try to find regions in the input space with relatively high (or low) values
for the target variable.

Example applications:

Identifying interesting market segments

Identifying high risk groups for specific diseases

Credit scoring

Spam detection

All kinds of selection problems
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Formal statement of the problem

x1, x2, . . . , xp: input variables, y :target.

Let Sj denote the set of possible values of xj . The input space is

S = S1 × S2 × . . .× Sp

The objective is to find regions R ⊂ S for which

ȳR � ȳ ,

where ȳ is the global mean of y and and ȳR the mean of y in region R.

Ad Feelders ( Universiteit Utrecht ) Data Mining October 29, 2013 3 / 52



Regions in Input Space: Credit Data
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Regions Must Have Rectangular Shape
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Definition of a box

The regions we are looking for must have rectangular shape, hence we call
them boxes.

Let si ⊆ Si . We define a box

B = s1 × s2 × . . .× sp

where x ∈ B ≡
⋂p

j=1(xj ∈ sj).

When si = Si , we leave xi out of the box definition since it may take any
value in its domain.
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Example Box on Credit Data

married = yes ∧
age ≥ 33 ∧
own house ∈ {yes,no} ∧
gender ∈ {male, female} ∧
income ∈ IR+

Is simply written as:

married = yes ∧
age ≥ 33
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Example of box on two numeric variables

Example of a box defined on two numeric variables, where
x ∈ B ≡ x1 ∈ [a, b] ∩ x2 ∈ [c , d ].

x
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Example of box on two categorical variables

Example of a categorical box where x ∈ B ≡ x1 ∈ {a, b} ∩ x2 ∈ {e, g}.

a

b

c

d e f g

x1

x2

x1 Î{a,b} Ç

x Î B º

x2 Î {e,g}

Boxes may also be defined on combinations of numeric and categorical
variables.
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Covering strategy

The same box construction (rule induction) algorithm is applied
sequentially to subsets of the data:

The first box, B1, is constructed on the entire data set.

For the construction of the second box, B2, we remove the data
points that fall into B1.

In general, BK is constructed on {yi , xi |xi 6∈
⋃K−1

k=1 Bk}.
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Covering(1)

The first box...
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Covering(2)

Data for construction of the second box...
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Covering(3)

The second box...
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Covering(4)

Data for construction of the third box...
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Covering: when do we stop?

Box construction continues until

there is no box in the remaining data with

sufficient support, and
sufficiently high target mean

the user wants to stop!

In computing the support of BK we count the data points that fall into
BK (but not into any of the previous boxes) and divide by the number of
observations of the entire data set.
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Box construction (rule induction)

Given the data (or a subset of the data), produce a box with target
mean as large as possible

Not feasible to consider all possible boxes

Apply heuristic search to find a good box
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Patient Rule Induction with PRIM

The box construction strategy of PRIM consists of two phases:

1 Patient successive top-down refinement, followed by

2 bottom-up recursive expansion.
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Top-down peeling

Begin with a box B that covers all the (remaining) data

At each step a small subbox b within the current box B is removed

Remove subbox b∗ that yields the largest target mean within B − b∗
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Candidates for removal: numeric variables

Candidate subboxes for numerical variable xj :

bj− = {x|xj < xj(α)}
bj+ = {x|xj > xj(1−α)}

with xj(α) the α-quantile of xj in the current box, i.e. p(xj < xj(α)) = α.

Typically α ≤ 0.1, so in each step only a small part of the data points is
peeled off (hence the term patient rule induction).
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Candidates for removal: numeric variables
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The current box contains 50 data points.

With α = 0.1, we can peel off 5 data points at a time.

For each variable, we can peel off the 5 lowest or 5 highest values.
Ad Feelders ( Universiteit Utrecht ) Data Mining October 29, 2013 20 / 52



Candidates for removal: categorical variables

Candidate subboxes for categorical variable xj :

bjm = {x|xj = sjm}, sjm ∈ Sj

For each value in the domain of xj we can peel off the subbox with that
value.

Harder to control the amount of data that is removed.

We will ignore alpha for categorical variables.
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Top-down peeling: pseudocode

Top-down peeling
Repeat

C (b)← set of candidates for removal
b∗ ← arg maxb∈C(b) ȳB−b
B ← B − b∗
βB ← support of B

Until βB ≤ β0
Return B
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Top-down peeling: example

Record age married? own house income gender y

1 22 no no 28,000 male 0
2 46 no yes 32,000 female 0
3 24 yes yes 24,000 male 0
4 25 no no 27,000 male 0
5 29 yes yes 32,000 female 0
6 45 yes yes 30,000 female 1
7 63 yes yes 58,000 male 1
8 36 yes no 52,000 male 1
9 23 no yes 40,000 female 1

10 50 yes yes 28,000 female 1
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Peeling Options

Take α = 1
3 and β0 = 0.4.

Possible peelings on age:
1 b− : age < 25. B − b− : age ≥ 25. ȳ = 4

7 .
2 b+ : age > 45. B − b+ : age ≤ 45. ȳ = 3

7 .

age y

1 22 0
2 23 1
3 24 0
4 25 0
5 29 0
6 36 1
7 45 1
8 46 0
9 50 1

10 63 1

Ad Feelders ( Universiteit Utrecht ) Data Mining October 29, 2013 24 / 52



Peeling Options

Take α = 1
3 and β0 = 0.4.

Possible peelings on income:

1 b− : income < 28. B − b− : income ≥ 28. ȳ = 5
8 .

2 b+ : income > 32. B − b+ : income ≤ 32. ȳ = 2
7 .

income y

1 24 0
2 27 0

3,4 28 0,1
5 30 1

6,7 32 0,0
8 40 1
9 52 1

10 58 1
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Peeling Options

The best peeling action is to peel off married=no, which leaves us with the
married people and ȳ = 4

6 .

Then the best peeling action is on age:

age y

1 24 0
2 29 0
3 36 1
4 45 1
5 50 1
6 63 1

So we get the rule: married = yes ∧ age ≥ 36 with ȳ = 1 and β = 0.4.
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Bottom-up pasting

In top-down peeling we only look one step ahead: we choose the peel
that leads to the best subbox.

This means that box boundaries are determined without knowledge of
later peels.

Therefore the final box can sometimes be improved by readjusting its
boundaries.

In bottom-up pasting we enlarge the final box until the next paste will
cause ȳ in the box to decrease.
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Preventing Overfitting

Which box from the sequence to select?

Beware of overfitting!

Partition the available data in a training set and a test set.

Select the box with the highest target mean on the test data.
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Example: British Family Expenditure Survey

Unit of analysis: Household.
Data on the budget share spent on

food,

clothing,

alcohol,

and so on,

as well as data on total household expenditure (totexp), total net
household income (inc), age of household head (age), and number of
children in the household (nk).
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Example: British Family Expenditure Survey

With bump hunting we may for example look for profiles of households
that spend a relatively large share of their budget on food.

On average the households in the sample spend about 36% of their budget
on food.

Which groups spend (a much) bigger part of their budget on food?

Ad Feelders ( Universiteit Utrecht ) Data Mining October 29, 2013 30 / 52



Peeling Trajectory: box mean on test sample
Rule 1 peeling trajectory

Support

B
o
x

m
e
a
n

0.0 0.2 0.4 0.6 0.8 1.0

0
.3

5
0
.4

0
0
.4

5
0
.5

0
0
.5

5

17

Rule 17: if totexp < 45 and age > 33 and inc < 135, then
wfood = 58% (against 36% for average household).
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Post-Processing: Removing redundant variables

We can simplify a box by removing variables from its definition. Example:

if totexp < 65 and age > 36 and 105 < inc < 135, then wfood
= 48% (support ≈ 0.7%)

Remove variable (+below)

Definition Mean Support

totexp < 65.00 0.3558 0.9901
age > 36.50 0.4240 0.1578
105.0 < inc < 135.0 0.4377 0.0375

Ad Feelders ( Universiteit Utrecht ) Data Mining October 29, 2013 32 / 52



Subboxes in Data Surveyor

Like in PRIM each eligible sub-box is defined on a single variable, but in a
more greedy manner:

1 Numeric variable xj :

B ′jcd = {x ∈ B|xj ∈ [c , d ]}, c , d ∈ Sj and c < d .

2 Categorical variable xj :

B ′jm = {x ∈ B|xj = sjm}, sjm ∈ Sj .
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Data Surveyor: beam search

Beam Search
Beamset ← {initial box}
Repeat

all-subboxes ← ∅
For each box Bi in Beamset do

C (Bi )← set of candidate subboxes of Bi

all-subboxes ← all-subboxes ∪ C (Bi )
Beamset ← best w subboxes from all-subboxes

Until no improvement possible or depth = d
Return Beamset
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Data Surveyor

The w subboxes are chosen as follows:

1 Mean value of the target in the subbox should be significantly higher.

2 It is required that the subbox has support of at least β0.

3 From those, the w boxes with the largest target mean are chosen.

Ad Feelders ( Universiteit Utrecht ) Data Mining October 29, 2013 35 / 52



Example of beam search

No condition

[49.7%,50.3%] 100,000

age in [19,24]

[54.6%,56.2%] 14,249

gender = m age in [19,24]

[52.8%,53.7%] 53,179 [60.2%,62.3%] 8,130

age in [19,24] carprice in [59000,79995]

[55.9%,59.6%] 2,831 [61.2, 67.4] 1,134

category = lease gender = m age in [19,24]

[50.7%,52.0%] 20,315 [53.5%,55.4%] 10,778 [59.4%,64.1%] 1,651

Beam width = 3, depth = 3 and minimum support = 1%
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Example Application

Applying PRIM and logistic regression for selecting high-risk subgroups in
very elderly ICU patients, B. Nannings, A. Abu-Hanna, E. de Jonge,
International Journal of Medical Informatics, 2008.

Motivation: Elderly patients have in general a worse prognosis than
younger patients, but it is unknown which patients are at very high risk.

Why interested in high-risk subgroups?

reveal determinants that provide insight into the patient
sub-populations

some determinants may be risk factors that can be acted upon

enrollment of high risk patients into studies on therapeutic
interventions

support decisions on (withholding) treatment

Ad Feelders ( Universiteit Utrecht ) Data Mining October 29, 2013 37 / 52



Example Application

Data: all 12,993 admissions of patients 80 years and older between
January 1995 and October 2005 originating from all 33 adult ICUs
participating in the National Intensive Care Evaluation (NICE).

SAPS II Exclusion: no readmissions, no cardio-surgical patients, no
patients with burns.

i n t e r n a t i o n a l j o u r n a l o f m e d i c a l i n f o r m a t i c s 7 7 ( 2 0 0 8 ) 272–279 275

i = 1, . . ., m, coefficients. LRMs are used in most IC pre-
dictive models where x commonly includes one or more
severity of illness scores and sometimes also diagnostic
categories. For example the logit of the SAPS II model is:
−7.7631 + 0.0737SAPS + 0.9971 ln(SAPS + 1), where SAPS quan-
tifies the severity of illness score (the higher the score, the
worse the patient’s condition is).

One reason for the popularity of the LRM is the interpre-
tation that is given to a covariate coefficient ˇi in terms of an
odds ratio. For an event with probability p its odds are p/(1 − p).
The odds ratio is defined as the ratio of the odds of an event
occurring in one group (e.g. smokers) to the odds of it occur-
ring in another group (e.g. non-smokers). For a binary covariate
with coefficient ˇi, eˇi turns out to be equal to the odds ratio
between the groups that the covariate defines. For a continu-
ous variable such as SAPS the quantity eˇi is equal to the odds
ratio between a group of individuals having a SAPS of one unit
more than the other group.

2. Materials and methods

The Dutch National Intensive Care Evaluation (NICE) com-
prises a continuous and complete registry of all patients
admitted to the intensive care units (ICUs) of the partici-
pating hospitals in the Netherlands. This NICE is not to be
confused with the (British) National Institute for Health and
Clinical Excellence. The data used in this study consisted
of all 12,993 consecutive admissions of patients 80 years
and older between January 1997 and October 2005. The data
originated from all 33 adult ICUs, of mixed type, that were
participating in NICE when the research project was initi-
ated (January 2004). To facilitate comparison with the SAPS
II model we applied the SAPS II exclusion criteria: no read-
missions, no cardio-surgical patients, and no patients with
burns, resulting in 6617 patients. The dataset was split ran-
domly in a developmental set containing 66% of the patients

Fig. 1 – Flowchart showing the number of patients in the
exclusion, inclusion, developmental, and validation sets.

Table 1 – Description of the patient population

Patient group Developmental
set (n = 4413)

Validation set
(n = 2204)

Age (years) 81–85 (83) 81–86 (83)

Admission type (%)
Medical 46.0 44.2
Surgical unscheduled 23.2 21.8
Surgical scheduled 30.7 34.0

Male (%) 46.5 45.3
SAPS II score 30–53 (40) 30–53 (40)
APACHE II score 14–23 (18) 14–23 (17)
GCS 24 h after admission 15–15 (15) 15–15 (15)
CPR (%) 8.3 7.7
ICU LOS 0.8–3.7 (1.3) 0.7–3.5 (1.2)
ICU mortality (%) 20.4 21.1
Hospital LOS 6.2–28 (14) 7.0–27.0 (14)
Hospital mortality (%) 34.5 34.5

Data are reported as interquartile range (median). Interquartile
range is the range between the 25th to 75th percentile. SAPS:
Simplified Acute Physiology Score; APACHE: Acute Physiology and
Chronic Health Evaluation; GCS: Glasgow Coma Score; CPR: car-
diopulmonary resuscitation; ICU: Intensive Care Unit; LOS: length
of stay.

and a validation set containing the rest. Fig. 1 shows the
number of patients in the exclusion, inclusion, developmen-
tal, and validation sets. Table 1 characterizes the patients in
the developmental and validation sets. Details concerning the
quality of the data used in this study were published elsewhere
[18].

The database included the following variables, all related
to the first 24 h of stay: age, gender, length, weight, body mass
index (BMI), admission type (medical, scheduled, unsched-
uled), cardiopulmonary resuscitation, gastrointestinal bleed-
ing, intracranial mass effect, dysrhythmia, cerebrovascular
accident, acute renal failure at admission to the ICU, chronic
renal insufficiency, chronic dialysis, metastasized cancer, aids,
hematological malignancy, cirrhosis of the liver, cardiovas-
cular insufficiency, respiratory insufficiency, immunological
insufficiency, confirmed infection, burns, sepsis, mechani-
cal ventilation at 0/24 h, Glasgow Coma Score (GCS) and
sub-scores, urine, vasoactive drugs, arterial partial oxygen
pressure (PaO2), fraction inhaled oxygen (FiO2), arterial CO2

pressure (PaCO2), PaO2/FiO2 ratio, alveolar-arterial oxygen
difference (AaDO2), prothrombin time, urea, bilirubin, sever-
ity of illness score (SAPS II), predicted mortality probability
(SAPS II); lowest and highest value of respiratory rate, blood
pressure, temperature, white blood cell count, creatinin,
potassium, sodium, bicarbonate, hematocrit, albumin, glu-
cose; the admission, lowest, highest value of heart rate and
systolic blood pressure, the lowest pH value, and ICU and hos-
pital mortality. Description of these variables can be found
on the NICE website (unpublished data, http://www.stichting-
nice.nl/).

PRIM considers only conjunctive rules on continuous
variables and hence cannot generate a condition using dis-
junctions, such as “blood pressure >90 or heart rate >110”
nor on the same continuous variable “blood pressure <70 or
>90”. However, the latter type of conditions represents a rele-Ad Feelders ( Universiteit Utrecht ) Data Mining October 29, 2013 38 / 52



PRIM analysis performed

The mortality in the complete data set is 34.5%.

Searched for largest subgroups with mortality at least 85% on
development set and held-out set.

Each subgroup should include at least 3% of data in the development
set.

Run PRIM with different parameter settings (different values of α) to
obtain different subgroups.

Stop when union of subgroups covers 10% of the development set.

Ad Feelders ( Universiteit Utrecht ) Data Mining October 29, 2013 39 / 52



Best subgroup found with PRIM

The best subgroup found was:

24 h urine production < 0.83 `,

mechanical ventilation at 24 h after admission,

lowest systolic blood pressure during the first 24 h < 75 mmHg,

lowest pH during the first 24 h < 7.3, and

medical or unscheduled surgical reason for admission.

The mortality of this group was 94.8% on the development set and 91.8%
on the validation set.

The support of the subgroup on the validation set was 2.8%.
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Exceptional Model Mining (EMM)

Extension of subgroup discovery, where we fit a (simple) model to the
subgroup and its complement.

A subgroup is interesting if the model fitted to it is substantially different
from the global model.

How to quantify the difference between models?
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EMM: partitioning of attributes

In EMM we distinguish between

Attributes Z used for defining subgroups.

Attributes X (and possibly Y ) for modeling.

These are not allowed to overlap.
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Example: Simple Linear Regression

Given observations xi , yi we choose a and b such that the sum of squared
errors

n∑
i=1

(yi − (a + bxi ))2

is minimized. The fitted regression line is

ŷ = a + bx

The coefficient b (the slope of the line) indicates by how much y is
expected to change in case x increases with one unit.
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Predicting House Prices

We expect that the house price increases with lot size, so in the model

price = a + b × lot size

we expect b to be positive. In fact, on Windsor Housing Data we get

price = 34, 140 + 6.6× lot size

Hence we expect price to increase with 6.6 Canadian Dollars when lot size
increases with one square foot.
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Predicting House Prices

Now consider the subgroup

drive = 1 ∧ rec.room = 1 ∧ nbath > 1

(houses with a driveway and a recreational room and at least two
bathrooms). Fitting a regression model to this subgroup gives

price = 104, 350− 1.34× lot size

Price decreases with lot size?
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Predicting House Prices
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Subgroup Complement
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Measuring the quality of a subgroup

Define a binary variable s, where

si =

{
1 if row i is in the subgroup
0 otherwise

Fit the model

pricei = a + b × lot sizei + c × si + d × (si × lot sizei )

If coefficient d is significantly different from zero, then the slope in the
subgroup is significantly different from the slope in its complement, since

pricei =

{
a + b × lot sizei if si = 0
(a + c) + (b + d)× lot sizei if si = 1
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Quality Of Subgroup

>hprice.lm <- lm(sale.price ~ s+lot.size+s:lot.size,

data=cbind(hprice.dat,s=s))

>summary(hprice.lm)

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) 33230.3046 2434.0494 13.652 < 2e-16 ***

s 71119.3888 16062.7762 4.428 1.15e-05 ***

lot.size 6.5015 0.4407 14.754 < 2e-16 ***

s:lot.size -7.8414 2.5021 -3.134 0.00182 **

---

Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1

Quality of subgroup is 1 − pvalue for coefficient of s:lot.size.
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Example: Giffen Behavior

The demand for a product will usually decrease as its price increases.
According to economic textbooks, there are circumstances however, for which
we should expect to see an upward sloping demand curve.
The common example is that of poor families that spend most of their income
on a relatively inexpensive staple food (e.g. rice or wheat) and a small part on
a more expensive type of food (e.g. meat).
If the price of the staple food rises, people can no longer afford to supplement
their diet with the more expensive food, and must consume more of the staple
food.

The dataset we analyze was collected in different counties in the Chinese
province Hunan, where rice is the staple food. The price changes were
brought about by giving vouchers to randomly selected households to
subsidize their purchase of rice.
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Example: Giffen Behavior

The global model estimated is:

%∆staplei ,t = α + β%∆pi ,t +
∑

γ%∆Zi ,t

where

%∆staplei ,t denotes the percent change in household i ’s consumption of rice,
%∆pi ,t is the percent change in the price of rice due to the subsidy (negative for t = 2
and positive for t = 3), and
%∆Zi ,t is a vector of percent changes in other control variables including income and
household size.

For each household, two changes are observed: the change between
periods 2 and 1 (t = 2), capturing the effect of giving the subsidy; and the
change between periods 3 and 2 (t = 3) capturing the effect of removing
the subsidy.
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Example: Giffen Behavior

The coefficient of primary interest is β. If β > 0 we observe Giffen behavior.
The other variables are included in the model to control for other possible influences on
demand, so that the effect of price can be reliably estimated.
For the extremely poor, one might not observe Giffen behavior, because they consumed
rice almost exclusively anyway, and therefore have no other possibility than buying less of
it in case of a price increase.
The Initial Staple Calorie Share (ISCS) was also measured, and the hypothesis is that
families with a high value for ISCS do not display Giffen behavior.
At depth 1, the best subgroup we found was ISCS ≥ 0.87 with β̂ = −0.96 (against
β̂ = 0.22 for the complete data base). The size of this subgroup is n = 106.
This confirms the conclusion that Giffen behavior does not occur for families that almost
exclusively consume rice anyway.
This conclusion can also be reached by defining subgroups
on income per capita rather than ISCS. For example, the 4th ranked subgroup we found was

Income per Capita ≤ 64.67, with a slope of −0.41,

and the 6th ranked subgroup was

Income per Capita ≥ 803.75, with a slope of 0.79.
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Conclusion

Covering strategy leads to an ordered list of rules.

May be used to construct a classifier (decision list).

May be used to find groups with high target mean.

EMM finds subgroups where models deviate, rather than a target
variable.
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